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Methods of knowledge – the problem of induction

The problem of induction (1)

The problem of induction is reasonably easy to formulate.  There is no good reason for me to believe, from what I have so far seen and observed, that things will continue to be the way they seem.

So, to put it a different way:

1) we assume, or perhaps we’d prefer to say, it can be assumed, that most people believe that ‘things will continue to be the way they seem’

2) is this belief a justified true belief?

3) Well, No.  It seems like we have to use the principle of induction to draw any conclusions about anything from observations

4) Therefore the problem of induction is the fact that there may be no good reason to believe that tomorrow anything will be like it seems today or that yesterday it was in fact the way it seems today.

Everything we think we know about the world might be susceptible to this problem.

Which would of course mean we could have no knowledge of anything at all in the world.

The principle of induction

The above argument can easily be shown to depend on this thing that I referred to as ‘the principle of induction’.  What is the principle of induction?

· Induction different from deduction (valid inferences from necessary premisses = perfect deduction)

· Induction – grounded on the principle of association – if A and B are congruent, occur together, then they are related or associated.  If A then can be seen to precede B we might assign the idea of cause to A and effect to B through the extension of this relation, this association which can be spatial (together) or temporal (before, after) - ASSOCIATIONISM.

· Enough cases of A associated with B will mean the probability of A being in fact related to B is high enough for us to take is as a sort of ‘working certainty’.  This is what we mean by ‘lawlike’ behaviour, a sort of working certainty, a working universality.

· If it is a ‘fact’ that A is associated with B then it is so because it is true (in the world) and we have a justification and we believe that justification.  The principle of induction provides that justification which then carries an almost measurable degree of force to take up the belief – to make the individual become a believer.

Extrapolation from cases to a conclusion about cases

With PI we go from some cases to all cases…scientific laws do (in all cases)

BUT

It isn’t logically valid to move from some to all.

More importantly, how do we infer from one case anything about another?

Uniformity of nature (things tomorrow will be like they are today, events that happen will continue to happen in the same way mutatis mutandis)…all things being equal…but of course nature is perhaps essentially unequal (entropy as equilibirium – death state) – use this idea of uniformity of nature in all science.

HABIT produces expectations (uniformity expectations)

All animals have habit.

Horses on work routes, dogs on walks, rats, humans.

But the fact that something has happened is no guarantee that it will happen.

Feeding chicken example – expectations, habits in both man and chicken, wrung neck one morning.

Next bit needs concrete example - Ghost story example – certain things associated with others (ASSOCIATIONISM), loss of them or way they become detached (voices, sounds – knocking, breathing – Lovecraft – associate things with new sensations ?

PI = association, grounded on habit, producing expectations, which we take as reasonable but which can never be guaranteed 

Not a deductive proof

But an inductive extrapolation

Aside – belief and induction – probability

A little aside – induction is most commonly used in science.  Most scientists know that there is a limit to the certainty they can have in their facts.  So they tend to take a more practical approach – assumptions; ie, for the sake of argument let us agree that…the force of gravity can be posited to explain the action of the planets at a distance to each other.  A force that of course can never be seen.

Induction may be something that can itself never be proven inductively but perhaps can be made reasonable through deduction.

It looks like this is the case…

Why would this be important anyway?

Because…

Deduction knows nothing of the world – Induction is the alternative perhaps?

The principle of induction (PI) can never provide proof

Knowledge must have a proof (justification = having proof, it could not be otherwise, cannot be false)

If PI can’t provide proof then can’t provide knowledge

BUT

Knowledge of the world involves knowledge of what will happen (predictability) – as well as what is happening and what has happened

Nothing in a particular case / state can guarantee anything in another state (Russell= p36  “…the fact that two things have been found together and never apart does not, by itself, suffice to prove demonstratively that they will be found together in the next case we examine”)

Also think of probability – ie; can be almost certain, not happen and yet the probability still be true as a probability – the very fact that something isn’t certain means that it could be otherwise.

If something could be otherwise it is not proven to be the case.

We can only draw probability from what has happened to make predictions about what will happen.

It is a contradiction to say we have knowledge if it is only probable that it is true.

We can know the odds but not the outcome of the bet.  This is the nature of the game.

The ISSUE then is to try and establish a method for achieving knowledge of the world that doesn’t give up the strength that a knowledge claim has.

Do we really want to turn round and see I don’t know anything about the world?  On what grounds do we then make decisions – since decisions imply that A is better than not-A

Law of Non Contradiction (honesty etc last week) – if failed to heed it would be left indecisive – use of LNC to force decisions – it can’t be both A and not-A

Making decisions involves using what knowledge we have.  If no knowledge of world then barely rational decisions since can’t know the grounds … 

The problem of induction (2)

Knowledge of the world.

Sources:

Empiricist – Rationalist

Sense perception….habit etc

Deduction, conclusion…logic, dialectic etc

Rationalist does not say no knowledge of the world but wants to draw certain conclusions from necessities in the relations of concepts (X implies Y) etc

Empiricist does not say knowledge is probable or temporary (that it ‘could be otherwise’) but wants to draw universal conclusions from particular cases

For both, the sources they use don’t seem to be compatible with the conclusions they want to draw – the rationalist = entirely conceptual ie; abstract, the empiricist = inevitably partial cases

Rationalist – circle, holistic, unpacking (making explicit), enclosed (closed)

Empiricist – line (connection), associative, extrapolative (open)

Which is best route, best bits from each side etc etc  

